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Directorate to oversee the acceptance of safety 
cases. 

In the late 1990s, the trend in on-board  
fatalities was still downward, but despite this, a 
series of major accidents prompted questions 
in the public mind about the industry’s accident 
defences. The result was that an independent 
body be established to help the whole rail 
industry cooperate, and share standards, 
research and learning.  This led to Railtrack’s 
Safety & Standards Directorate becoming 
RSSB’s forerunner, Railway Safety.

However, not only does RSSB continue to play 
a part in the accident investigation process, 
by providing statistical context and expertise, 
it also acts in some ways as the industry’s 
corporate memory.  

The annual Operations Focus Conference 
takes place on 3 October and will be one of the 
regular, familiar opportunities for the operational 
leaders to put their heads together to learn and 
re-learn from experience. This year the theme is 
‘big builds’.  

And as reported in Right Track 3, the German 
accident in January 2012 involving a train 
striking a cow was reminiscent of British 
experience at Polmont accident in 1984.  It 
prompted an industry group to ask whether 
the lessons from Polmont had genuinely 
been learned.  Does this suggest a challenge 
for the future?   How should we capture the 
knowledge of the older ex-BR ranks, many 
of whom are due to retire soon? Without this 
knowledge, there’s a chance that any gap 
could become a chasm.  You can help by 
writing for Right Track…
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Welcome to Issue 6 of Right Track
Learning is hard. Ask any schoolkid. Ask 
yourself how many times you’ve bashed 
your hand hanging a picture, told yourself 
you’ll never do it again, only to put on a 
repeat performance the very next day. 

For a company, it’s even harder.  Companies 
are made up of lots of different people with 
lots of different and disparate memories, which 
don’t always fit together very well.  It gets even 
more difficult when staff retire, move on, or 
move in from elsewhere. And when you stretch 
the idea to a whole industry like ours, it gets 
even harder than that. 

That said, the railway’s been pretty good at 
learning from accidents.  In our earliest days, 
we – or our various regulators – ensured the 
(eventual) adoption of interlocking, block 
signalling and continuous brakes, while 
more recent times have seen increasing 
mechanisation and safer rolling stock, all of 
which have helped cut the number of people 
dying in train accidents over the last 50 years. 

The Clapham multi-collision of 1988 was 
a turning point. The resulting inquiry led to 
changes in signal testing procedures and 
working hours for safety critical staff. In the 
years afterwards, the railway (which was 
nationalised as BR at the time) also set about 
improving safety culture, something it achieved 
very successfully under its ‘Organising for 
Quality’ banner, which involved the identification 
of very clear lines of responsibility for safety. 

When privatisation replaced BR with around 
100 separate businesses, there was a risk of a 
‘silo’ mentality. The Health & Safety Executive 
published guidance, some new regulations 
and Railtrack established a Safety & Standards 
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Looking at railway incidents in both 
Britain and overseas, the Learning from 
Operational Experience Annual Report 
supports ‘corporate memory’ by showing 
what has been learnt, and how it relates to 
railway operation.

The report looks at train accidents, 
and the risks faced by passengers, the 
workforce and members of the public, and 
homes in on issues as diverse as animal 
strikes, fatigue, and the impact of mobile 
communication. 

It also looks beyond rail’s own operations 
for insights or initiatives. The last year saw 
the publication of the independent inquiry 
into the Fukushima nuclear accident, 
which came in the wake of the Great East 

Japan Earthquake of 11 March 2011.  
The subsequent report contains learning 
points on issues such as ‘not invented 
here’ syndrome, a failure to learn, flawed 
training materials and a confused chain of 
command.

The Learning from Operational Experience 
Annual Report is published by RSSB 
alongside the Annual Safety Performance 
Report. Both are available from  
www.rssb.co.uk 

learning our lessons
Every year, RSSB publishes a Learning from Operational 
Experience Annual Report, which presents some of the 
lessons the industry has learnt during the past 12 months. 
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The word possession means many 
things to many people. To some, it’s 
nine tenths of the law, to others it 
recalls scary Hollywood films and Mike 
Oldfield’s Tubular Bells. To us, it means 
safety. The daily control logs throw 
up many instances of protection of 
protection being put in the wrong place 
or even of trains being allowed through 
sections of line ostensibly closed to 
traffic. 

Thankfully, incidents that cause harm 
remain rare. However RAIB recently 
published a report into a possession 
irregularity near Dunblane on the night 
of 27/28 October 2012 that could have 
had very serious consequences had 
circumstances been slightly different.

What happened? 

An engineering possession was established 
on 27 October 2012 between Stirling and 
Blackford. Several items of maintenance 
work were planned to be carried out, these 
being grouped into four work sites. 

At 07:04, the PICOP authorised the 
reopening of the line to normal traffic when 
only three of the work sites had completed 
their work and were clear of the line. 

Work in the fourth work site was ongoing 
when the line reopened to traffic.

Seven members of staff were working on 
the line with a road-rail excavator and trailer. 
This work continued for an hour after the 
line was reopened. There was no collision 
as there were no trains scheduled, but there 
were no measures in place to stop a train 
from being signalled through the worksite.

What did RAIB say, and what’s been 
done?

The PICOP did not record details of the 
work site on the possession form. He was 
under some stress from events outside of 
work at the time and this may have affected 
his performance. The possession was 
also planned with three work sites, but the 
number was increased to four at the start 
of the shift. Furthermore, the PICOP briefing 
pack listed the work items in the work site 
in the wrong order.

RAIB has identified the following key 
learning points:

•	 The possession arrangements form 
was designed for keeping track of 
work sites, and other details, within a 
possession. Correct use of this form 
would have prevented this incident. As 
a result of the incident, Network Rail 
issued a ‘Possession Delivery Alert’, 
which instructed its PICOPs to always 
fill this form in with work site details 
immediately upon receipt of those 
details and not keep rough notes to 
copy up later.

•	 When planning to discuss with a 
member of staff matters that might 
have a bearing on their performance at 
work, it’s a good idea for managers to 
consider the timing of the interview with 
regard to any safety critical role that the 
staff member may be doing (or be about 
to start).

•	 The sorting of work sites into a logical 
order on the possession paperwork 
reduces the risk of errors. Network Rail 
has re-briefed its planners accordingly.

Engineering work near Lichfield. Photo: Network Rail

Maintenance on the North London line.  
Photo: Network Rail

RAIB report brief: 

Dunblane
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‘Leaves on the line’ is part of British 
popular folklore – the seeming inability 
of our industry to cope with a trivial 
and predictable annual occurrence. 
It is a fact that the very efficiency of 
steel wheel on steel rail leads to rail’s 
Achilles’ Heel, the low rolling resistance 
of those 5p-sized contact patches of 
solid steel doesn’t lend itself to efficient 
acceleration and braking when a 
lubricant like leaves is introduced.

To combat the seasonal problem of 
poor adhesion, the rail industry expends 
considerable time and effort felling trees, 
jetting away leaf residue and applying 
adhesion modifier (traditionally ‘sandite’) to 
the rail surface. Conventional means include 
the hand-application of adhesion modifier, 
application from special trains (MPVs or 
Rail Head Treatment Trains – RHTTs), 
or from fixed infrastructure (Traction Gel 
Applicators).

From time to time, a new innovation 
appears and it seems that a Network Rail/
industry team may be on to a valuable 
new approach. This is known as ‘Adhesion 
Treatment using Service Trains’. The 
concept is simple – to use passenger trains 
to lay the adhesion modifier while they are 
in their normal day’s duty. This has been 
thought of in the past – and similar projects 
have been developed, for example to lay 
de-icing chemicals – but there has usually 
been a technological stumbling block or 
good reasons why traincrew cannot be 
expected to operate the equipment as well 
as carry out their vital safety critical tasks.

In the Netherlands, in-service railhead 
treatment is now established practice, and 
with this in mind a joint industry trial was 
operated in October 2011 on the Anglia 
Route between London and Norwich to 
demonstrate application of this technology 
in UK practice. A Mk III Driving Van Trailer 
(DVT) was equipped with a prototype 
adhesion treatment installation, comprising 
a tank, pumps and pipes which delivered 
the right quantity of chemical to the 
railhead. Application was automatically 
controlled by GPS data, with start/stop co-
ordinates pre-programmed into the train.

A 200-metre stretch of line was chosen at 
a known adhesion ‘hotspot’ (Manningtree). 
The equipment was commissioned, 
switched on, and monitored at site while 
the train went about its daily duties. 
Independent reports confirmed the 
accuracy of the ‘start laying’ co-ordinates 
as well as the point at which treatment 
stopped. Monitoring confirmed that the 
compound was laid accurately on the head 
of the rail, to the right quantities. 

Furthermore, when reports were received 
of poor railhead conditions at another 
location on the route (Diss), an experiment 
was conducted to see if the system would 
respond to a remote ‘command’ to treat 
the rail there. The GPS co-ordinates were 
input and the next passage of the DVT was 
monitored on site. It was shown to have 
operated there exactly as planned.

In essence we have trialled a system that 
can be programmed to treat the railhead 
remotely, and to very accurate start/stop 
locations, at the right rate for the speed of 

the train. It can treat many miles of railway 
between fills, and can respond to changes 
in conditions.

The system is now to be taken a stage 
further with a national pilot programme, 
intended to fit six fleets of trains across the 
UK, at an average of six trains per fleet. 

The system has the potential to cover the 
sizeable ‘middle ground’ between the RHTT 
circuits and the Traction Gel Applicators.

-	 The RHTT circuits cover a large 
geography on an infrequent (daily) basis. 

-	 The TGAs cover a small patch on a 
repetitive (every train) basis.

-	 In-service treatment has the ability to 
cover ‘hotspots’ across a large area, on 
a regular basis. 

If reports are received of poor adhesion, the 
system will have the potential to respond 
and treat the section with the next pass of 
an equipped service train, possibly within 
the hour, and without taking line blockages 
or cancelling service trains to create the 
space.

More on the development and design of the 
pilot projects in the next issue….. 

leaf it out!
Photo: Network Rail

Network Rail’s Richard Dugdale looks at some of the industry’s 
plans to make low adhesion a thing of the past.
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Jason Bridges explains how Network Rail is getting ready for the 
autumn…and the winter…and the summer…

weather-ready 
railways
Though we’re still hoping for a bit more 
summer, the leaf fall season is rapidly 
approaching. Network Rail is hoping 
to provide a robust and meaningful set 
of initiatives that line up with what the 
TOCs and FOCs are doing to meet the 
challenges that the autumn brings.

What’s it all about?

We all know that the autumn is beautiful, 
but a nuisance too. The big issue is 
adhesion, where a combination of falling 
leaves, driving wind and frequent rain leads 
to trains losing the best contact with the 
rail. Not that the other seasons are without 
problem or difficulty, the winter bringing 
snow, the summer the increased risk from 
track buckles and so on.

A spate of recent, more frequent and severe 
weather conditions has led Network Rail to 
concentrate on the risks all this brings to 
the railway and its customers. 

It’s all about keeping trains moving, keeping 
the assets working and cutting the cost 
to the taxpayer when measures are put in 
place.  It’s also about working together, 
because no one company can solve these 
problems alone. 

Across the seasons

One of the things Network Rail is doing is 
to take a ‘calendar’ approach, with different 
sets of work planned for the summer, 
autumn and winter months. 

Summer

For example, we’re helping to hone 
the decision-making process during 
engineering work to evaluate the risk of 
heat speeds being imposed. We’re also 
measuring and sharing best practice for the 
use of Remote Condition Monitoring tools. 
We’ve also taken another look at weather 
forecasting, including options for very local 
forecasts and mapping.

Autumn

Baden-Powell always told the scouts to ‘be 
prepared’ – good advice then, good advice 
now – which is why we’ve developed a 
series of ‘go-live’ criteria carefully monitored 
for delivery in time for the start of autumn to 
ensure all critical tasks are done.

We’re also creating a ‘national autumn 
risk and mitigation map’ to help us identify 
risk and deploy mitigation measures more 

quickly and have commissioned research 
into ways we can improve the sanding 
capabilities on trains.

A new ‘library’ will be created to house 
autumn research material, in order to share 
experience and knowledge. This will include 
a new edition of the Adhesion Working 
Group Manual.

Winter

The close of 2010 saw the country gripped 
by adverse winter weather conditions 
for the third time since the beginning of 
2009. The snow experienced at the start 
of December 2010 saw some passengers 
stranded for hours as trains were held up 
for various reasons, including frozen third 
rails, freezing points and signal failures. 
Poor communication between train 
operators and passengers was a particular 
theme, much of which was reported by the 
media. 

The freezing of brakes was also a cause 
for concern. On 3 December 2010, for 
example, a freight train slipped backwards 
despite its brakes being fully applied after it 
had been brought to a stand at Holytown. 

Photo: Network Rail



Adhesion Newswire...

Austria: Contractor electrocuted 
in Vienna 

On 1 March 2013, a civil engineering 
sub-contractor was electrocuted at 
Gramatneusiedl station, Vienna.  
The sub-contractor had been inspecting 
work recently done on a rail overpass. It 
has been speculated that he stumbled 
and fell on to the high voltage line, 
although it remains unclear why the 
power line was live at the time.

Austria: Track workers killed

On 29 March, two track workers were 
killed when their maintenance wagon 
was struck by a train at Obereggendorf. 
There were two other workers on board; 
both survived.

UK: Man crushed by train after 
fight on platform 

At 23:40 on 30 March, a 22-year-old 
was pushed against a stationary train at 
Guildford station after being involved in 
a fight with three other men. He fell to 
the track and was crushed by the unit 
as it left the station. Three men have 
been arrested.

Argentina: Worker electrocuted at 
metro station 

On 3 April, a Metrovias employee 
was electrocuted while pumping out 
floodwater at Los Incas station on the 
Buenos Aires metro.

Spain: 14 hurt in derailment 

At 18:30 (local time) on 6 April, a 
passenger train derailed after striking 
rocks near Cantabria, northern Spain. 
Fourteen passengers were injured. Initial 
investigations suggest that heavy rains 
had swept the rocks down the adjacent 
cliff to the track.

UK: Two killed at Great Coates 
crossing 

At 19:39 on 9 April, two men were 
killed when their car was struck 
as they crossed the line at Great 
Coates, near Grimsby. One was killed 
instantaneously; the other succumbed 
en route to hospital. No one on board 
the train was injured.
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Who are WR&CC?

The Weather Resilience & Climate 
Change (WR&CC) steering group is 
a cross-industry forum working to 
deliver a ‘Weather Ready Railway’ 
for all seasons. The team includes 
representation from all Network Rail 
routes and functions, with input 
from industry partners including 
ATOC and the ORR.

In delivering the autumn initiatives, 
members of the WR&CC present 
research, data and new ideas to 
the AWG for expert review and 
endorsement before approval by 
the National Task Force – Operators 
Group (NTF-OG) for implementation 
by the industry.

A subsequent investigation revealed that 
the brake blocks and brake gear had 
completely iced up. 

Similar problems were experienced at 
Carstairs on 22 December 2009 and 
Carrbridge on 4 January 2010, as Nick 
Edwards’s article in Right Track 4  
(‘Walk out to winter’, pages 12 and 13) 
describes. (The RAIB investigations into 
both of these incidents are also available on 
its website, www.raib.gov.uk)

Partly in response to all this, we’re again 
taking a closer look at weather reports, 
using them to inform our risk assessment 
process. We’re also considering what 
happens when autumn becomes winter, 
and what impact this can have on track 
and trains. In a move to try to ensure an 
even response across the country, we 
have developed a set of evidence-based 
thresholds, which we will use to take action 
during adverse or severe weather events. 

In all, the future looks bright, but if it isn’t, 
we’re developing ways of dealing with it!

Snow at Maidstone in January 2010.
Photo: Network Rail

Who are AWG?

AWG stands for Adhesion Working 
Group, which includes Network 
Rail, passenger and freight 
operators, RSSB and industry 
suppliers. AWG looks at ways of 
improving how trains make contact 
with the running rail during the 
autumn season, when conditions 
can lead to low rail adhesion.

AWG meets eight-weekly to review 
and monitor progress of autumn 
and research programmes and 
reports directly to NTF-OG (see 
opposite) with a wider remit to 
communicate to all rail industry 
roles on adhesion-related issues.



November 1994, and an ex-Paddington 
is routed into the bay platform at Slough. 
It’s doing over 50 as the driver applies the 
brake. Nothing. A combination of falling 
leaves and light rain has combined to cut 
friction, causing the train – one of the new 
Turbo units – to slide. The speed falls to 
30mph as the buffer stops come closer. 
And closer…

‘I was on holiday in Vienna,’ says Mark 
Hopwood – MD of First Great Western and 
the new Chair of the Adhesion Working 
Group (AWG). ‘I turned on the TV and saw 
Slough station with a train on the platform!’ 
Mark was the station manager at Slough 
at the time and couldn’t believe his eyes. 
The collision – which did the driver serious 
injury – was the first big adhesion incident 
involving disc-braked rolling stock. The 
resulting investigation confirmed that the 
train had skidded for 1,200 yards and 
would have continued for a further 910 – 
that’s a mile and a quarter in all – if it hadn’t 
hit the stops.

British Rail’s solution was not to withdraw 
all disc-braked stock, but to focus minds 
and money on the whole adhesion 
question. It was the very beginning of the 

AWG. With such a backstory, the poet 
might suggest that Mark was destined 
to take the Chair; the pragmatist would 
simply say the Slough incident gave him an 
excellent early understanding of the issues.

Mark takes up the story: ‘Adrian Shooter 
– the former head of Chiltern – set up the 
group initially. Chiltern used the same Turbo 
units as we did on the Thames Valley route, 
so it was natural that he became the first 
chair too.’ 

We are talking on a Swindon-bound 
HST – Mark is a busy man and travelling 
between meetings is the only way we can 
catch up. As Ealing becomes Southall, he 
explains that AWG was reformed a couple 
of years ago to work to a remit set by the 
rail industry National Task Force with ATOC 
and Network Rail support.

‘It’s worth highlighting that there are 
two different issues around braking and 
traction,’ he says. ‘With the former, it’s 
predominantly about safety, but some 
delays may occur; with the latter, it’s more 
about performance. The AWG – and the 
railway – has been dealing with these issues 
for some time: we cut back vegetation, put 
down sandite and have improved wheelslip 

The lowdown
protection. But that doesn’t mean we think 
we’ve cracked it’. 

One vision

‘The AWG members are our biggest 
asset,’ he goes on. ‘We have people from 
the passenger train operating companies 
as well as NR and suppliers. It’s about 
getting everyone round the table at the 
same time.’  Mark firmly believes that this 
‘whole railway’ approach is the best way 
to make progress, be this with safety – or 
performance. Indeed, as we pull in to 
the remodelled Reading, he tells me how 
FGW’s co-operation with Network Rail has 
meant more trains arriving and departing 
‘right time’. We agree that the lessons of 
the Rugby engineering overrun on the West 
Coast mainline have been learnt, though it’s 
clear that the dispatch staff have done an 
excellent job too – helping people to wait, 
move, board and alight safely. Testament 
to this is the fact that there have been no 
major passenger-related safety incidents 
recorded at the station since work began.

I suggest that the media has become 
more knowledgeable about adhesion 
issues, adding that we don’t seem to get 
the ‘wrong kind of snow/leaves’ headlines 
so much now.  Mark agrees: ‘Once you 
explain that leaves aren’t like leaves on the 
trees, but end up a bit like Teflon on the 
frying pan, people understand much better. 
It also helps when you point out that while 
we can’t ignore the fact that leaves fall from 
trees, we can certainly improve how we 
deal with it.’

I ask Mark what he’s hoping to achieve with 
the AWG. He comes to the point quickly: 
‘I’m really here to make sure we understand 
best practice both in the UK and abroad,’ 
he explains.  ‘For example, the north east 
of America, parts of Germany and the 
Netherlands all have a similar climate to 
ours and their railways have invested a lot 
of time and effort into the adhesion issue. 
How do we respond to that?’

Mark tells me that the AWG doesn’t want 
to re-invent the wheel: a good idea is a 
good idea, wherever it’s come from.  ‘The 
optimal aim is to eradicate the adhesion 
problem in the first place. Fundamentally 
there are three areas of focus: the rail (and 
it’s condition), the train itself and the driver 
(especially in terms of the training and 
the information they’re given)’. He grins: 
‘Of course, there is a fourth one too – the 
whole system.’

Mark joined the railway at Reading 
in 1989. When the time came to 
go to university, BR sponsored 
him, so he ‘never really left’.  After 
stints at Londonlines, c2c and 
First North Western, he joined 
First Great Western in 2008.

The lowdown: 
Mark  
Hopwood
Right Track’s Greg 
Morse interviews 
Mark Hopwood, 
MD of First Great 
Western and the new 
Chair of the Adhesion 
Working Group
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I ask about magnetic track brakes, which 
are used on the Tyne & Wear Metro 
here, but also overseas, in snow-peaked 
countries like Switzerland. ‘The trouble 
is that they’re not really suitable for high-
speed operation, as they can damage the 
track,’ Mark explains. ‘That said, Oliver 
Bratton – former Ops Director of Tyne & 
Wear – spoke to the AWG about them and 
doesn’t understand why they aren’t used 
more widely on the main line. So, we’re 
giving it some more thought.’  

The AWG isn’t only re-considering past 
ideas, there are several new projects under 
way too. ‘One new idea we’re looking at 
is “in-service treatment” – can we apply 
sandite from a service train? This would 
save on staff, fuel and even train paths. 
Trials are under way in East Anglia, using a 
Mk III DVT.’ (Read about in-service  
treatment on page 5)

The AWG is also looking at the ‘wet rail 
phenomenon’, where rails can become 
slippery even when no leaves are present. 
RSSB has been commissioned to find out if 
this is due, for example, to atmospherics or 
humidity – and to find ways of tackling it.

Mark rightly points out that some routes are 
as safe and punctual in the autumn as they 

are the rest of the year. ‘That’s AWG’s aim,’ 
he reiterates: ‘to find best practice wherever 
it might be. We’ll know we’ve succeeded 
when customers don’t even notice that it’s 
autumn’.

For more on the Tyne & Wear 
Metro’s use of magnetic track 
brakes, see ‘Metro Magnetism’, 
Oliver Bratton’s article on the 
subject in Right Track 2 (page 6).

Mark’s top safety tip

‘Do the job properly; resist the 
temptation to cut corners; always 
be on the lookout for hazards - 
and report them when you see 
them.’

Newswire...

India: Two killed and 34 injured in 
derailment 

At 05:50 (local time) on 10 April, 11 
coaches of a passenger train derailed in 
the southern Indian state of Tamil Nadu, 
near Arakkonam-Katpadi. Two were 
killed and a further 34 were injured. The 
cause of the accident is unknown. An 
investigation has been launched.

US: Worker run over by vehicle in 
depot 

On 12 April, a contractor for Union 
Pacific was run over by his own vehicle 
at the Roper Yard depot in South 
Salt Lake City. He had been working 
under the bonnet of the vehicle when 
it engaged gear and moved forward, 
knocking him down.

Canada: Via Rail train derails due 
to washed-out tracks 

At 18:00 (local time) on 24 April, a Via 
Rail passenger train derailed near the 
border between Saskatchewan and 
Manitoba, Canada. The derailment 
was caused by recent flooding in the 
area. Seven passengers and five crew 
received minor injuries. A small fire also 
broke out, but was quickly extinguished. 
An investigation has been launched.

US: Maintenance worker dragged 
under train 

On 25 April, a maintenance worker was 
killed when he was dragged under a 
train at 46 Street/Broadway station in 
Queens, New York. The 58-year-old had 
been engaged on signal maintenance 
in a tunnel and was returning to the 
platform along a bench wall adjacent 
to the track. It appears that his tool 
bag was caught by the train as he was 
negotiating a gate.

Serbia: Collision in Belgrade 
tunnel injures 22

On 2 May, two trains collided in Tosin 
Bunar Tunnel, Belgrade, injuring 22 
passengers, including a 5-year-old boy. 
It is believed that an ex-Belgrade service 
struck an earlier train that had broken 
down.
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Photo: ATOC

All about Adhesion

Read how Network Rail is getting 
ready for the autumn page 6-7 and 
on page 5 Richard Dugdale, Network 
Rail explains a new way of dealing 
with the perennial problem of leaves 
on the line.
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On 12 May an engineering supervisor 
working in a possession incorrectly 
placed a scotch face down whilst 
securing points. He was not qualified 
to operate points, and had been 
trying to position the scotch while 
using his mobile phone.

On 21 May, a tamper passed a signal 
at danger by a machine length. When 
challenged, the operator said he had 
been distracted by phone calls and 
text messages. He was relieved on 
site for interview and screening.

We all know that using a mobile when 
driving a train can impair performance, 
lead to a SPAD – or even worse.  Indeed, 
there’s already an education programme 
in place to address the potential risks in 
the cab environment. 

However, train driving isn’t the only safety 
critical role on the railway!  There are other 
roles where the use of a mobile phone, 
or other electronic portable device, could 
create problems that we could all do well 
without:  

•	 Trackside: Using a mobile could impair 
decision-making and lead to track 
workers moving outside safe positions 

of work, or even be struck by a train.

•	 Train dispatch: Distraction from a mobile 
phone during train dispatch could lead 
to a failure in executing the dispatch 
procedure correctly, resulting in a 
passenger incident or a SPAD.

•	 Signalling: The use of a mobile phone 
whilst in a control room risks an error 
that could lead to a failure or incident, or 
distract others from doing safety-critical 
work.

As part of an industry research project, 
RSSB and URS are currently investigating 
the requirements for a programme designed 
to reduce the incidence of inappropriate 
use of portable electronic devices by any 
safety critical role.  The outcome will be an 
effective, standardised education campaign 
and materials that can be used by industry 
to augment their existing strategies on 
mobile phone use.

The project is starting with a survey of the 
current attitudes and behaviours regarding 
mobile phone use by staff roles across the 
industry.  This is where we need your help!

Some companies will be distributing paper 
copies of the questionnaire or you can 

complete it online by going to: 
www.surveymonkey.com/s 
RSSBMobilePhoneUse

It should take about 15 minutes to fill in. 
Your answers will remain anonymous, but 
you don’t need to answer every question if 
you don’t feel comfortable doing so.

We’re interested in hearing from station 
staff, control room staff, track workers, 
Mobile Operations Managers and any safety 
critical roles that are affected by the use of 
a mobile phone or other portable electronic 
device, such as an iPad  or tablet computer.  

Please send any enquiries to  
enquirydesk@rssb.co.uk

RSSB is helping industry gauge attitudes to mobile phone use. 

got your number…

Copyright Four by Three



//  11

There’s plenty in this issue about what 
autumn brings to the railway, but there’s still 
a fair bit of summer to go. 

And while many of us long for warm sunny 
days, in fact, the summer period can test 
safety critical rail personnel.

For those on shifts, the long days and short 
nights can take their toll on sleep patterns, 
especially if early sunrises combine with 
hot, sticky conditions at night. Sleeping in 
the day is made harder when it’s hotter and 
brighter. 

Hot weather will also have an impact on 
fatigue, even following a good night’s sleep 
and of course it’s more important than usual 
to stay hydrated to boost concentration and 
fitness to work.

Summer is also a popular time to take 
annual leave, and take a welcome break to 
enjoy the sunshine and time with the family 
at home or abroad.  Breaking the routine is 
unavoidable but it can provide distraction, 

in the run-up to leave or on return.  

It’s comforting but not surprising that Right 
Track researchers couldn’t find anyone in 
the industry that wants to ban fun or cancel 
summer, or indeed anyone that could 
control the weather.

But ‘forewarned is forearmed’ and simply 
being conscious of the extra risks is half the 
battle won.  With that in mind, the M&EE 
Networking Group has produced a poster – 
available to download from Opsweb  
www.opsweb.co.uk – to help highlight the 
risks.

Summer brings its own challenges to rail 
staff, especially to concentration.

summertime blues

top gear
Resources on road risk 
management are now available

In Right Track 6 we reported on the 
work being done to address road 
driving fatigue.  

Every week around 200 road deaths 
and serious injuries involve someone 
using the road for work purposes. 
Driver fatigue may be a factor in up 
to 20% of all road accidents and 
up to a quarter of fatal and serious 
accidents.

Following the RED 35 briefing which 
highlighted the problem, RSSB has 
now developed a range of resources 
aimed at helping the industry to 
manage it and reduce the risk.

These include a small road vehicle 
driver’s guide, designed to be read 
and then kept as a reference in the 
glove compartment, as well as a 
guide for managers on what they can 
do to support staff who need to drive 
for work.

There are also leaflets and posters 
available to spread the word about 
the issue and what can be done. 

For more information, contact the 
RSSB enquiry desk,  
enquirydesk@rssb.co.uk or 
telephone 020 3142 5400.
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open to abuse?
Recent incidents have suggested that speed 
restrictions on lines next to those closed for 
engineering trains have been missed by drivers.
Engineering work is safest when carried 
out with all lines blocked to traffic (or 
‘safeguarded’). However, this isn’t 
always possible when some lines need 
to be kept open to maintain a service. 
When this is the case, additional 
precautions are needed to protect staff 
from the dangers associated with trains 
passing sites of work.

Network Rail has a programme of track 
renewals under the seven-day railway 
regime using mechanised High Output 
Ballast Cleaning (HOBC) and Track Relaying 
Systems (TRS). These trains can work in 
limited-period night-time possessions with 
the adjacent lines open to achieve more 
miles of track renewals than is possible by 
conventional means. 

These trains have many staff associated 
with them, some of whom may be on the 
open line side of the train to inspect or 
adjust equipment during operations. The 
work is usually done at night so the risks of 

working at night and close to a line open to 
traffic are increased.

As part of the safe system of work, a 
temporary speed restriction of 20 mph 
is usually imposed on the adjacent open 
line. This restriction serves a number of 
purposes, including possible track instability 
and track safety.

The speed restrictions are typically over 
660 yards long and move with the transient 
worksite on a daily basis. When a speed 
restriction moves in this way, it’s published 
as a ‘dagger’ speed in the Weekly 
Operating Notice. 

The speed restriction should move in the 
direction of travel, as shown in Rule Book 
module SP (Speeds section 5.7).

There have been instances where trains 
have exceeded the temporary speed 
restriction, which can obviously be 
dangerous to any individual on the open line 
side of the train. There are many reasons 
why this might have happened. 

The dangers of ‘adjacent line 
open’ (ALO) working were shown 
in Sweden on 12 September 2012, 
when a backhoe loader derailed 
and ended up foul of the adjacent 
open line. 

A passenger train struck the 
loader’s bucket, causing it to spin 
and strike the train repeatedly. 
One passenger was killed and 17 
were injured.

The resulting investigation found 
that, among other things, the 
driver (a sub-contractor) had 
not been informed of the rules 
for using RRVs and that the risk 
assessment for the work had not 
included the fact that the adjacent 
line was open.

Photo: Network Rail



On track safety

open to abuse?

RSSB is about to start a research project 
to look at all types of speed restrictions, 
the positioning of boards, the visibility 
of boards, and the publication and the 
dissemination of the relevant information.

Drivers need to be extra vigilant with 
speeds that move with the work. A driver 
might find that a speed restriction has 
moved a considerable distance over a five-
night period and it might not start or finish 
where they might be expecting it to.

A study of incidents since January 
2012 has shown the following reasons 
why drivers have ‘missed’ speed 
restrictions connected with ALO 
working:

•	 Failing to read the WON

•	 Failing to read boards correctly

•	 Distraction

•	 ‘Read across’ to boards on 
another line

•	 Confusion between TSRs and 
PSRs

•	 Confusion re location

•	 Powering up too early

?????
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Drivers’ vigilance will of course 
only count if work is planned in 
the right way.

On 16 July 2012, a Cambridge 
to Liverpool Street service had a 
near miss with two track workers 
near Roydon station, one of whom 
avoided being struck by just two 
seconds.

They had been working in full 
knowledge of the line being open 
to traffic, but RAIB found that 
the system of work designed 
to protect them had not been 
planned, issued or implemented 
correctly.

Photo: Network Rail
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One of the recommendations in RAIB’s 
report into the James Street accident 
was for the regulator, the Office of Rail 
Regulation (ORR), to make sure there is 
industry guidance on reducing the risk at 
the platform-train interface (PTI).

PTI is and was a hot topic, even before 
James Street.  There are over 2,500 
stations on the mainline network, through 
which more than a billion journeys begin 
and end every year in addition to those 
people who visit stations and do not travel. 

The very business of running trains means 
staff need to be able to manage the impact 
of large groups of people moving on and 
about the rail network.  The onus is very 
much on individual behaviour in the station 
environment and the potential hazards they 
face, which can be exacerbated by their 
own behaviour, such as rushing, or being 
under the influence of alcohol or drugs.  
What people do in these scenarios can 
have a bearing on their own and others’ 
safety, and the hunt is always on for new 
technical solutions    

One of the ways the railway tries to develop 
new guidance and new ways of working is 
to work together.  After all, what happens 
at stations on one route, will often apply to 
other routes, and consistency is the key.

So on 27 March 2013, ORR and RSSB 
hosted a joint workshop, bringing together 
train operators, Network Rail, the trades 
unions and representatives from the ORR, 
RAIB and RSSB.   

Sometimes technology can lend a helping 
hand.  When new ‘S’ stock trains were 
introduced, London Underground (LU) 
used laser measurements to work out the 
best platform stopping position to keep 

the stepping distance as small as possible.  
For LU, over a quarter of the Tube’s total 
network risk comes from accidents at the 
PTI.  About 9 billion platform-train crossing 
events take place on its network each year.  

For others, it’s been about keeping 
things like risk assessment processes 
under review.  Following a PTI accident 
at Brentwood in January 2011, Greater 
Anglia made significant changes to its own 
processes.  They reviewed what other 
operators were doing and conducted 
hazard studies.  This led to work with 
Network Rail to improve the quality of train 
dispatch risk assessments and briefing 
materials given to drivers, guards and 
dispatchers.    

Having the right policies is also seen as 
useful.  FirstGroup shared its experience of 
introducing a dedicated steering group for 
PTI and producing a Professional Dispatch 
Policy.  

Sometimes policies and guidance need 
to be sensitive to specific characteristics 
of certain trains.  For example, HST fleets 
used by TOCs such as First Great Western 
and East Midlands Trains have centrally 
locked ‘slam doors’, which, if not fully shut, 
run the risk of opening while the train is in 
motion. This means that dispatchers need 

Last March, people from across the industry came together to 
take part in a joint workshop to address safety at the platform-
train interface (PTI).

knowledge gaps 

As reported in Right Track 5, 
the RAIB report into the James 
Street accident made two 
recommendations to Merseyrail, and 
one to the ORR.
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to take extra care when dispatching this 
type of train. 

Improvement works can also have an 
impact on PTI risk.  FirstGroup also 
shared experiences of the work going 
on at Reading, where new platforms 
and track layouts are being developed.  
Additional controls are needed to ensure 
safe train dispatch while work is carried 
out, especially where passengers are in 
the habit of certain trains using certain 
platforms, or where work temporarily affects 
the amount of time and space available to 
both passengers and staff.

Proactive customer education initiatives 
were also discussed at the workshop, and 
many operators have good experience of 
these.

Feedback from the workshop revealed a 
strong appetite for a consistent route-wide 
approach to station safety management, 
including suggestions such as aligning 
trains and infrastructure, modifying train 
and platform based dispatch equipment, 
launching a national passenger awareness 
campaign (TV, radio, posters, etc) and even 
using the franchising process to address 
investment costs.  

All the thinking now goes into a pot for 
RSSB to look at new, improved guidance – 
watch this space!

Austria: Power arcs from OHL to 
worker in MEWP

Early on 12 May, a worker in a MEWP 
sustained life-threatening burns when 
power arced from overhead power 
lines at Bruck an der Mur station in 
Karnten. It has been alleged that the 
maintenance work was not scheduled 
to be undertaken at this location at that 
time.

Belgium: Derailment releases 
toxic gasses, killing 1, injuring 93

At around 02:00 (local time) on 4 
May 2013, a freight heading from 
the Netherlands to Ghent derailed 
and caught fire on the outskirts of 
Wettern. The train was carrying the 
toxic chemical compound acrylonitrile, 
which is used in the manufacture of 
plastics. The blaze led to a series of 
explosions, before a strip of fire spread 
over hundreds of metres, prompting 
authorities to evacuate some 600 
residents within a 500-metre radius. 
Some of the acrylonitrile found its way 
into drains and caused a chemical 
reaction, which escaped into the 
sewage system and into homes beyond 
the evacuation perimeter. The driver 
admits that the derailment occurred 
after he’d taken the train through a 
crossover faster than the permitted 
speed.

Russia: Derailment and fire 
injures 27

At around 02:00 (local time) on 9 May 
2013, a 50-wagon fuel train derailed 
at Belaya Kalitva, setting off a fire that 
left one person reportedly missing 
and 27 injured. Some 2,700 people 
were evacuated from the area around 
the station. Propane from one of the 
tankers is thought to have spread to the 
locomotive and fuelled the fire. 

US: Conneticut commuter train 
collision – 5 critical 

At around 18:10 (local time) on 18 May 
2013, two commuter trains collided 
between New York and Boston, injuring 
around 60 passengers, five critically.  
The local Governor publicly stated 
that he thought the accident had been 
caused by human error, although 
officials later reported that a broken rail 
may be to blame.

For more information on this topic, 
have a look at the Station Safety 
Resource Centre on Opsweb at 
www.opsweb.co.uk

Be safe – log on to
opsweb.co.uk

Opsweb is the website of the Operations Focus Group (OFG) a cross-industry programme facilitated by RSSB

Have you seen the station safety 
resource centre?

Log on at www.opsweb.co.uk 

Opsweb is the website of the Operations Focus Group 
(OFG) a cross-industry programme facilitated by RSSB
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Right Track is available to 
download from Opsweb -

www.opsweb.co.uk 

RIGHT

Hitherto in SPADtalk, we’ve focused on 
incidents on the main line. But SPADs – 
and similar operating incidents – can occur 
on heritage railways too. On 27 April, for 
example, there was a derailment at Quorn 
on the Great Central Railway.

The incident occurred when Ivatt class 2 
No. 46521 was hauling a rake of postal 
stock from a siding, tender first. It passed 
a signal at danger with the authority of the 
signaller, so was not a SPAD.  However, no 
one had switched the trap points, and so 
this is where the loco came off. Travelling at 
low speed, there were no reported injuries.

SPADtalk
Off at the traps

RAIB investigated this incident and 
found that the driver had microslept on 
the approach to the signal and was only 
roused after the train had derailed. He 
had not slept for 22 hours. His shift roster 
pattern during the week of the accident 
had consisted of spare turns where the 
driver was required to work two early turns 
where the driver’s sleep was likely to have 
been shortened, followed by a day where 
he was not required for duty followed by a 
night turn of duty where it would be difficult 
to get prior sleep. The rostering process 
also failed to specifically identify the risk of 
fatigue associated with a first night turn of 
duty or the timing of the main driving task 
within a shift.

This time, the railway was lucky; this time, 
the traps did their job and the train did 
not foul the line and increase the risk from 
collision. As we saw in Right Track 4, it was 
not the case on the night of 4 November 
1940, when a late-running ‘sleeper’ was 
powering towards Penzance on the Relief 
instead of the Main at Norton Fitzwarren. 
Unfortunately, the driver ‘read across’ to the 
signal for the Main, which was green. The 
exit signal for the loop was red, meaning 
that the trap points were set for the run-off. 
They were just 350 yards away. A train 
running on the Main caught the ‘sleeper’ up 
until both trains were running side-by-side. 
It was now that the driver of the ‘sleeper’ 
realised his mistake. He slammed on the 
brakes and the metal screamed….too late: 
the engine tore into the earth and the first 
six carriages were strewn across all four 
lines. Of the 900 passengers aboard, 27 
were killed and 25 were injured.

‘Read across’ is still with us; microsleeping 
could be too. So mind your traps, when 
you’ve been looped…

Occurring on a flagship steam railway’s 
gala event meant there was no shortage 
of amateur video coverage of both the 
derailment and the subsequent recovery 
by the railway’s own breakdown crane, life 
appearing to imitate a Thomas the Tank 
Engine story. The professional recovery 
saved the GCR’s gala, and 46521 returned 
to the shed a sadder and wiser engine.

But while a low-speed incident like this is 
more of an operational headache than a 
safety crisis, it does demonstrate the value 
of the trap point in preventing more serious 
accidents.

Of course, they usually go unnoticed, 
coming into play only when a driver, 
shunter, or signaller makes a mistake. At 
Brentingby Junction on 9 February 2006, 
for example, a freight had been looped and 
was crawling towards the points when it 
passed the exit signal at danger and bit the 
dirt.

Trap points are found at the exit 
from a siding or where a secondary 
line joins the main. A facing turnout 
is used to prevent any unauthorised 
movement that may otherwise 
obstruct the main line.

46521 derailed at Quorn
Copyright Michael Bonser 2013  
(appearing by kind permission)

Ivatt ‘2MT’ no.46521, on its first outing since the derailment, leaves Quorn & Woodhouse 
station with a Leicester-bound train.
Copyright Andrew Southwell (appearing by kind permission)


